


A brief history in literature
(that keeps growing fast EVERYDAY now…)



Why Transformer for Vision?

• Towards a general, conceptual 
simple, and sufficiently versatile
architecture yet still achieving 
competitive performance for vision?

• The inductive bias of CNNs, e.g.,
spatially invariant and locality-based,
also may not be sufficient …



Basics: Transformer in NLP

- Standard model in NLP tasks
- Only consists of self-attention modules, instead of RNN
- Encoder-decoder
- Requires large dataset and high computational cost
- Pre-training and fine-tuning approaches : BERT & GPT
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Bringing Transformers into Computer Vision
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DETR: End-to-End Object Detection with 
Transformers (ECCV’20)

• DETR directly predicts (in parallel) the final set of detections by combining a common CNN with a 
transformer architecture. It does NOT rely on the many hand-designed components like in FasterRCNN.

• The takeaway from DETR is bi-folds: 
• DETR achieved comparable performance to Faster R-CNN, but not on par with more recent detectors (especially on small 

objects), also requiring extra-long training schedule and auxiliary decoding losses
• DETR showed significant promise of generalizability, e.g., the same model easily applied to panoptic segmentation in a 

unified manner



GIF from https://github.com/lucidrains/vit-pytorch

“Pure Transformer”: Visual Transformer (ViT, ICLR’21)

https://github.com/lucidrains/vit-pytorch


Implementation

Learnable Position Embedding 
Epos ∈ R(N+1)×D

* to retain positional information

Trainable linear projection maps
xp ∈ RN×(P2·C) → xpE ∈ RN×D

* Because Transformer uses constant 
widths, model dimension , through all of its layers

Image x ∈ RH×W×C → A sequence of flattened 2D patches xp ∈ RN×(P2·C)

z0
L

https://github.com/lucidrains/vit-pytorch/blob/main/vit_pytorch/vit_pytorch.py#L99-L111
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Implementation

https://github.com/lucidrains/vit-pytorch/blob/main/vit_pytorch/vit_pytorch.py

z ∈ RN×D : input sequence

Attention weight Aij : similarity btw qi, kj



Experiments
• Comparison to State of the Art
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Transformers Beyond Image Classification: TransGAN



AutoGAN Transformer
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Evaluating Transformer on Generator and Discriminator



Data Augmentation Matters A LOT



Global

Local

Local Initialization For Self-Attention



Multi-task Co-Training



Scaling-Up the Generator

Efficiency 
Comparison:



Comparing with SOTA ConvNet-based GANs

CIFAR-10 STL-10

Transformer Eats Data !






